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 Motivation and Overview

• Motivation
○ This task proposes a denoising adaptive 

graph transformer (HandDAGT) to accurately 

estimate 3D hand poses by adapting to 

various occlusion scenarios.
○

• Architecture of HandDAGT

Experimental Results

 Qualitative results
ICVL DexYCB  (hand - object interaction) 

ICVL and NYU datasets  (single-hand)                               

DexYCB dataset HO3D dataset 

→ HandDAGT outperforms ICVL and NYU SOTA 

→ Comparable performance with SOTA method

  Method and Approach

•Training Loss

→ Outperforms DexYCB SOTA   

   

● Embedding Initialization
Captures the kinematic topology     

between keypoints

● Patch position Initialization
Projects embeddings into 3D space 

and gathers 3D patches using 
K-nearest super points

● Adaptive Graph Transformer

Augments keypoint embeddings with 
GCN, applies novel attention, and 

aggregates embeddings for keypoint 
regression

→ Introduces noise only during the training phase   

● Contribution 
○ Novel Transformer Architecture: 

Integrates both 2D depth images

and 3D point  clouds as multi-modal inputs.

○ Adaptive Attention Mechanism: 

Dynamically adjusts focus between local 

geometric details and kinematic 

correspondences.

○ Denoising Training Strategy: 

Enhances robustness and accuracy by 

training the model to correct noisy input 

estimations.

 NYU

•Overview


